United Nations Educational,
Scientific and Cultural Organization
(UNESCO)

STUDY GUIDE

MUNARJI

XVIIIZSSS

Artificial Intelligence in Education:
Innovation, Equity, and Ethics

y N




, toget,
oiee he,. 5

UNITED NATIONS EDUCATIONAL,

SCIENTIFIC AND CULTURAL ORGANIZATION

MUNARJI
XVIIIZSES
Table of Contents
1. Introduction to the Committee.........ccciviiiiiiiiiiiiiiiiiiiiiie e 3
2. Background of the TOPIC....ccuueuuiiiiiiiiiiccirirrrrerercccr e rreennncse e s sersnn s sessessnnsnssss sses 4
3. Key Stakeholders and POSItions........cccciiiiiimieniiiiiiiiiiiieniiiiciinicees ssssssssnsnnssnnens 7
4. Previous UN Actions and Resolutions...........cccccveereeiiiiiiiiiiiiiinininnnneneeeennnnnnnnee. 15
5. Current Challenges and Debates.......ccccciereererreneceinieenerteenneeereancesrensseesernseeseensneees 17
T 0= T T LN 20
7. Possible Solutions and Future Perspectives........cccceceereeeieerrmeecrerenennenenseenensnesenenns 23
8. GUIING QUESTLION.......ccieeiiiieecireeecerrei e s enee e rerea e sereassesenass ssesenensanssenssssnennnns 25
9. RefEreNCES...ccuuueeiiiiiiiiiiiiictrie s s 27

VISITA NUESTRO SITIO WEB WWW.MUNARJI.COM

@



UNITED NATIONS EDUCATIONAL,

. “0\‘¢, iogef[,.'

e SCIENTIFIC AND CULTURAL ORGANIZATION

Along
We

MUNARJI
XVIIIZS2E

Introduction to the Committee

The United Nations Educational, Scientific and Cultural Organization (UNESCO) is a
specialized agency of the United Nations, founded in 1945 with the mission of promoting
peace, security, and sustainable development through international cooperation in education,
science, culture, and communication. Its aims are to advance universal access to quality
education, safeguard cultural diversity, encourage scientific collaboration, and defend
freedom of expression as fundamental pillars of human dignity and progress. UNESCO
functions as a platform for global dialogue, standard-setting, and policy guidance, supporting
member states in designing strategies that foster inclusive, equitable, and ethical
development.

These functions connect directly to the emergence of artificial intelligence (Al) in
education. As Al technologies reshape classrooms, curricula, and modes of learning, UNESCO
plays a crucial role in ensuring that these innovations are guided by principles of equity,
inclusion, ethics, and cultural respect. The organization has already taken leadership through
initiatives such as the Recommendation on the Ethics of Artificial Intelligence (2021), which
emphasizes human rights, transparency, and accountability in the design and use of Al
systems.

In the context of education, Al offers opportunities to personalize learning, expand
access to underserved populations, and improve global collaboration. Yet, it also raises
concerns about data privacy, digital divides, algorithmic bias, and the preservation of human
agency in teaching and learning. For UNESCO, the challenge is not merely technological, but
fundamentally ethical and societal: ensuring that Al supports educational innovation while
advancing the organization’s mission of building peace through knowledge, intercultural
understanding, and respect for human rights.

In this committee, delegates will examine how international cooperation can harness
the potential of Al to transform education while protecting cultural values, addressing
inequities, and safeguarding human rights. The discussions will aim to shape policies that
ensure Al becomes a force for inclusive, fair, and ethical knowledge societies, in full alignment
with UNESCO'’s vision.
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Background of the topic

The rapid advancement of artificial intelligence (Al) is transforming multiple sectors,
and education is no exception. In both general and higher education, Al is reshaping the ways
students learn, teachers instruct, and institutions operate. This transformation brings a mix of
opportunities and challenges, particularly regarding equity, accessibility, ethics, and the
evolving role of traditional teaching methods (EdTech, 2020).

Al in education has shown promise in creating personalized learning experiences,
adapting content to meet the unique needs of individual learners, and improving student
engagement and performance. A 2023 survey revealed that 60% of educators reported using
Al in some form, with 55% observing improved academic outcomes (Hennekeuser et al.,
2024). Al tools also provide valuable support for students with special needs and offer
teachers real-time feedback, enabling more inclusive and equitable education.

Despite these advantages, challenges remain. Concerns include over-reliance on Al,
which may diminish critical thinking skills, risks of academic dishonesty, and issues of data
privacy and bias embedded in algorithms. Additionally, unequal access to Al tools can worsen
the digital divide, leaving students from disadvantaged backgrounds at a further disadvantage.
Many educators also express skepticism or resistance, citing lack of training and fears of being
replaced, while smaller institutions face resource constraints in implementing such
technologies.

Current Applications of Al in Education

Today, Al is being integrated into classrooms worldwide in multiple ways:

Adaptive learning systems personalize curricula, as seen at institutions like Arizona State
University.

= Smart content creates learning materials tailored to different styles and needs.
= [ntelligent tutoring programs such as DreamBox adjust lessons in real time.
4 = VR/AR technologies simulate real-world experiences for immersive learning.

= Automated grading systems deliver instant feedback to students.
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= Chatbots provide on-demand academic and administrative assistance.

= Robotic assistants support emotional and social development, particularly for students
with autism.

= Predictive analytics track performance data to design individualized learning paths.

These tools demonstrate Al’s capacity to enrich educational environments by making
learning more dynamic, personalized, and accessible. However, they also raise critical debates
about how much of the teaching and mentoring process can—or should—be automated.

Key Concerns
The integration of Al in education is not without risks:

= Bias and equity: Algorithms can perpetuate systemic inequalities.
= Privacy and security: The vast data collection required poses risks of misuse.
= Human interaction: Al cannot replicate the social and emotional dimensions of learning.

= Over-dependence: Excessive reliance on technology may hinder creativity and problem-
solving.

= Access gaps: Students in lower-income regions risk being left behind.

A balanced approach is necessary, one that ensures equitable access, ethical
safeguards, and continued recognition of the teacher’s role as central to the educational
process. Al should complement, not replace, human educators, while policies must prioritize
inclusivity, cultural values, and human-centered teaching.

Historical Background

The concept of artificial intelligence has roots stretching back centuries in philosophical
and mathematical explorations of human reasoning. The modern foundations emerged in the
mid-20th century. In 1950, Alan Turing posed the famous question, “Can machines think?” in
his paper Computing Machinery and Intelligence. By 1956, the Dartmouth Summer Research
Project on Artificial Intelligence brought together leading thinkers such as John McCarthy,

5 Marvin Minsky, Claude Shannon, and Nathaniel Rochester, marking the official birth of Al as a
field.
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During the 1960s and 1970s, Al research focused on symbolic reasoning and problem-
solving algorithms. Progress was slowed by limited computational power, leading to the first
“Al winter.” In the 1980s, the rise of expert systems revived interest, particularly in medicine
and industry. The late 1990s and 2000s saw a new era powered by vast data availability,
stronger computing, and advanced statistical learning methods. A landmark came in 1997,
when IBM’s Deep Blue defeated world chess champion Garry Kasparov, showcasing the
growing capabilities of machine reasoning.

In recent years, Al has entered daily life on a global scale. From Siri and Alexa to social
media algorithms, Al already shapes how people access information. The release of ChatGPT
in 2022 brought natural language processing tools into mainstream awareness, sparking
debates about their role in education, ethics, and society at large.

Global Policy Context

UNESCO has been at the forefront of shaping global discussions on Al and education,
emphasizing that technological progress must align with human rights, ethics, and cultural
diversity. The 2021 UNESCO Recommendation on the Ethics of Artificial Intelligence, adopted
by 193 member states, is the first global framework to guide the design and use of Al
responsibly. It calls for transparency, accountability, inclusivity, and human oversight in Al
systems. Within the education sector, UNESCO promotes Al as a tool to expand equitable
access to learning while safeguarding against bias, inequality, and the erosion of cultural
identity. For this committee, the challenge lies in ensuring that Al becomes an enabler of
innovation and equity in education, rather than a source of division or exclusion, in full
alignment with UNESCO’s mission of building peace through knowledge and cultural
understanding.

1)
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Key Stakeholders and Positions

Countries

The United States of America | The U.S. strongly supports the integration of Al in education,
driven by innovation from companies like Google, Microsoft,
and OpenAl, alongside research leadership from institutions
such as MIT and Stanford. Washington acknowledges risks
such as algorithmic bias and inequity but maintains that Al is
critical to sustaining competitiveness and shaping future

educational innovation. Its position emphasizes responsible
innovation and global leadership.

People’s Republic of China | China sees Al as central to achieving educational
modernization and technological leadership. National
initiatives like Smart Education of China aim to personalize
learning at scale. However, the country faces criticism over
surveillance practices and student data privacy. China’s
stance is ambitious and highly supportive, prioritizing rapid
deployment even amid ethical concerns.

United Kingdom of Great The UK supports Al in education cautiously, prioritizing
Britain and Northern Ireland | inclusivity and ethics. Programs like the Oak National
Academy integrate Al tools to reduce teacher workload.
Universities are piloting adaptive learning and analytics, but
ethical safeguards and transparency remain central to the
UK’s approach.
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Russian Federation Russia promotes Al in education as part of its broader goal of
technological sovereignty. With limited access to Western

partnerships due to sanctions, Russia emphasizes self-
reliance in Al research and development, particularly in
universities. Its position stresses domestic innovation over
international cooperation, framing Al as a tool for national
resilience.

French Republic France advances Al through a human-centered lens, stressing
the indispensable role of teachers. Research hubs like INRIA
explore educational Al, while Paris works closely with the EU
to ensure common ethical standards. Its position balances
innovation with concerns over privacy and cultural
preservation.

Japan Japan integrates Al into classrooms using robotics, adaptive

learning, and smart systems. Policymakers stress cultural
values, ensuring Al supports rather than replaces teachers.
Japan’s stance is supportive but balanced, viewing Al as an
enabler of innovation while safeguarding tradition.

Germany Germany is supportive but highly cautious. The government
prioritizes strict privacy, transparency, and ethical oversight.
Institutions such as the Max Planck Institute test adaptive
learning systems under rigorous safeguards. Germany insists
Al must serve democratic values, equity, and opportunity.
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South Korea has made Al in education a national priority.
With strong involvement from companies like Samsung and

South Korea
LG, the government introduces Al tools from elementary

school onward. Its position is highly supportive, framing Al as

essential for competitiveness in the global digital economy.

Brazil supports Al to reduce inequalities in education,
rural areas. Adaptive

Brazil

particularly between urban and

platforms are being tested, though infrastructure limitations
remain. Brazil emphasizes international cooperation and
investment to ensure equitable access across its diverse

population.

Italy supports Al but insists on strong regulation to prevent
misuse. The government promotes teacher training and

European cooperation, emphasizing cultural preservation
and student protection. Its stance highlights both enthusiasm

Italy

for innovation and caution against potential risks.

Mexico actively pilots Al in collaboration with universities

such as UNAM and Tecnoldgico de Monterrey. It supports
global cooperation and stresses bridging the rural-urban
digital divide. Its position is supportive but dependent on

resources, policies, and international collaboration.

Mexico

d
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India Fa India views Al as a tool for closing educational gaps across
its vast population. The National Al Strategy backs EdTech
startups to improve access, particularly in rural areas.
Challenges remain in infrastructure and affordability, but
India’s stance is optimistic, emphasizing inclusivity and
equity.

Australia Australia champions Al in education, funding research and
classroom projects that support teachers and personalize
learning. Its policies emphasize safe practices, data
protection, and equal access for rural and Indigenous
communities. The position is strongly supportive.

Singapore Singapore is a global leader in EdTech, pioneering smart
classrooms, adaptive systems, and robust ethical
frameworks. Its government emphasizes student privacy and
Al literacy. The position is highly supportive, framing Al as a
means to strengthen national competitiveness and global
leadership.

Israel Israel leverages its startup ecosystem to integrate Al in
education, with applications for students with special needs
and innovation-focused curricula. The government supports
Al as essential for competitiveness, provided ethical

principles are respected.

10
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Finland, known for its strong education system, adopts a
cautious but supportive stance. Pilot projects test Al tools,

Finland

but policymakers stress that teachers remain central. Its

position is grounded in equity, inclusivity, and ethical

oversight.
Al in education is a pillar of Saudi Arabia’s Vision 2030. The

government invests heavily in Al-driven platforms, teacher
training, and partnerships with global tech firms. Its position

Saudi Arabia
is strongly supportive, framing Al as part of broader national

transformation.

South Africa emphasizes Al’s potential to address historical
educational inequalities, particularly in rural areas. Pilot

programs show promise, but resource and infrastructure
limitations persist. Its position is cautiously optimistic,

stressing the need for international support to ensure equity.

South Africa

Spain integrates Al as part of a broader digital
transformation, emphasizing inclusivity and accessibility for

students with disabilities and rural communities. It aligns
closely with EU ethical frameworks and advocates for Al that

Spain

preserves cultural values and promotes equity.
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Argentina Argentina supports Al through partnerships between the
state, universities, and the private sector. While optimistic, it
highlights funding challenges and access inequalities. The
position is supportive but realistic, calling for international
cooperation and inclusivity.

Chile Chile promotes Al through government pilots and university

research, with a strong focus on equity. Its stance is
supportive, prioritizing collaboration with UNESCO and
ensuring that rural and urban populations benefit equally.

Switzerland Switzerland supports Al innovation while demanding strict
regulation around privacy and ethics. Institutions like ETH
Zurich lead in research, and the government encourages
international standards. Its position is supportive but risk-
conscious.

Tirkiye Turkey views Al as both an opportunity and a challenge. The
government promotes Al platforms and teacher training, but
critics note persistent inequalities between urban and rural
schools. Its stance is supportive, emphasizing cultural
preservation and national values.

.

12
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The Netherlands supports Al in education with a strong
emphasis on ethics, transparency, and human rights. Dutch

Kingdom of Netherlands

policies prioritize teacher empowerment and student well-

being while advancing digital literacy. Universities lead in
EdTech research, and the government advocates for EU-wide

regulations ensuring equity and accountability. The position
is highly supportive but insists on safeguards against bias and

misuse.
Sweden takes a cautious yet forward-looking stance on Al in
education. The government invests in research and pilot

Kingdom of Sweden

projects but stresses inclusion, equal access, and data

protection. Teachers’ unions play an active role in ensuring
Al does not undermine pedagogical integrity. Sweden’s
position is supportive but framed around democratic values,

social equity, and safeguarding the role of educators.

Indonesia views Al as a tool to expand access to quality
education across its vast and diverse archipelago. Pilot
in digital

However,
remain

on

Indonesia
support.

and teacher
infrastructure and
Indonesia’s  position
international
inclusivity.

is

projects emphasize distance learning, adaptive platforms,
disparities
challenges.

rural

access
but focused

optimistic
investment to ensure

cooperation and
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Republic of Estonia Estonia, a digital pioneer, champions Al in education as part
of its e-Estonia strategy. The government integrates Al into
smart classrooms, online platforms, and digital assessment
tools. It also emphasizes data security and Al literacy as part
of national curricula. Estonia’s position is strongly supportive,

advocating for innovation while aligning with EU ethical
frameworks.

New Zealand New Zealand supports Al in education within a human-
centered, culturally sensitive framework. Policies emphasize
Maori and Pacific communities’ inclusion, ensuring Al fosters
equity and respects indigenous knowledge. The government
invests in teacher training and ethical safeguards, positioning

Al as a complement to—not a replacement for—educators.

Republic of Ireland Ireland actively promotes Al research through university-
industry partnerships while supporting ethical adoption in
schools. The government prioritizes digital literacy, student
privacy, and teacher preparedness. Ireland’s position is
supportive, aligned with EU frameworks, and highlights

inclusivity and fairness in Al deployment.

14
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Previous UN Actions and Resolutions

The international community, led by the United Nations and UNESCO, has increasingly
recognized the transformative potential of artificial intelligence in education—while also
stressing the need for ethical frameworks, safeguards, and global cooperation. Several key
resolutions and initiatives illustrate this evolving commitment:

= Resolution A/79/520 - Right to Education: This resolution highlights that Al, if left
unregulated, can threaten academic freedom, learner autonomy, and equity. It
underscores the importance of ensuring that Al in education supports, rather than
undermines, the universal right to education. The resolution calls on member states to
establish safeguards that protect access to inclusive, quality learning while addressing
potential risks such as bias and discrimination.

= Resolution A/RES/78/265 — First Global UN Resolution on Al: Adopted in 2023, this
landmark resolution is the first global framework on artificial intelligence. It creates
political momentum for Al governance and promotes cooperation across UN agencies and
international stakeholders. It has since become a reference point for national Al strategies
and multilateral dialogues. The resolution urges states to align Al deployment with human
rights, ethical principles, and sustainable development goals, ensuring that technological
progress serves humanity as a whole.

UNESCO'’s Actions on Al in Education

UNESCO has taken a leading role in shaping the ethical use of Al, particularly in
education. Its Policy on Al for Children sets out nine key requirements to safeguard children’s
rights, including the protection of privacy, data security, and safety. Beyond protecting
learners, the policy emphasizes preparing children for a future shaped by Al by promoting
digital literacy and critical thinking. UNESCO has also published practical guidance for parents
and educators, ensuring that Al in schools is used in ways that respect children’s dignity and
support equitable educational opportunities.

Broader UN Commitments

More broadly, UN frameworks on Al stress that technological innovation must be
guided by ethical considerations. Member states, international organizations, and other

F (——
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stakeholders are encouraged to support developing countries in building their national Al
strategies, ensuring global equity in access and protection. The UN consistently emphasizes
that Al must be designed and deployed in line with humanity, dignity, safety, human rights,
and fundamental freedoms.

Together, these resolutions and initiatives reflect a growing recognition that Al
is not merely a technical issue but a matter of rights, equity, and global governance.
For UNESCO, they provide both a foundation and a mandate: to ensure that Al in
education is harnessed to promote inclusion, safeguard human dignity, and advance
peace through knowledge.

16
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Current Challenges and Debates

Data Privacy and Protection

The widespread integration of Al into education relies heavily on the collection and
analysis of student data. While this information is valuable for tailoring learning experiences,
it also raises serious concerns about privacy and protection. Sensitive student data—such as
performance, personal information, and behavioral patterns—could be exposed in the event
of a cyberattack or system failure. Such breaches not only endanger individual students but
also erode trust in educational institutions. Ensuring robust cybersecurity, clear data
ownership policies, and strict compliance with privacy regulations is therefore essential for
the responsible use of Al in schools and universities.

Overreliance and Dependency

Al-driven platforms provide rapid feedback, adaptive learning, and personalized
support, but they also risk fostering dependency. Students who lean too heavily on Al tools
may lose opportunities to cultivate critical thinking, creativity, and problem-solving skills that
come from grappling with challenges independently. Teachers, too, may face the temptation
of outsourcing pedagogical responsibilities to Al systems, potentially weakening their role as
mentors and role models. A balanced integration—where Al complements but does not
replace human effort—is crucial to preserve the intellectual autonomy of learners.

Ethical Considerations

Al in education is advancing faster than the laws and regulations designed to govern it.
The gap between technological innovation and policy-making has created a gray area in which
ethical dilemmas abound. Generative Al tools, for example, can produce essays or solve
assignments, raising questions about academic honesty and integrity. At the same time, the
algorithms behind these tools may perpetuate biases that unfairly disadvantage certain
groups of students. Addressing these challenges requires proactive legislation, international
cooperation, and ethical guidelines that keep pace with technological developments.

17
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The Digital Divide

While Al promises global access to high-quality education, the reality is that unequal
access to technology can deepen existing inequalities. Students from low-income households
or rural communities often lack reliable internet access, up-to-date devices, or digital literacy
skills. In such contexts, the deployment of Al tools risks leaving behind those who would
benefit most from equitable educational opportunities. Bridging this digital divide requires
targeted investments in infrastructure, subsidies for vulnerable communities, and inclusive
policies that prioritize access for all learners.

Creativity Limitations

Al systems are designed to maximize efficiency, identify patterns, and standardize
outcomes. While this has clear benefits for testing and content delivery, it can unintentionally
limit the scope for creativity and open-ended exploration in education. Students may become
accustomed to algorithm-driven solutions rather than developing original ideas, curiosity, and
innovation. Education, however, is not just about efficiency; it is about nurturing diverse
perspectives and imaginative thinking. Integrating Al responsibly means ensuring that
technology encourages, rather than constrains, creativity.

High Costs

The financial implications of Al adoption remain a significant barrier, particularly for
developing countries and underfunded schools. Developing, implementing, and maintaining
Al infrastructure requires substantial investment in software, hardware, teacher training, and
ongoing support. For many education systems, these resources could alternatively be directed
toward improving teacher salaries, textbooks, or physical infrastructure. Decision-makers
must carefully weigh the costs and benefits, ensuring that Al adoption does not exacerbate
inequities in global education.

Debates
Human Teachers vs. Al Tutors

Proponents argue that Al tutors can provide personalized, 24/7 feedback and support,
1 8 helping students learn at their own pace. However, critics emphasize that machines cannot
replace the empathy, mentorship, and emotional guidance that human teachers offer.
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transfer, and striking the right balance between human educators and Al assistants remains a

Access vs. Inequality
borders and socioeconomic divides. Yet, without equitable access to devices and internet
connectivity, these tools risk reinforcing inequality. While wealthier schools may benefit from

central debate.
Al has the potential to democratize education by making resources available across
cutting-edge Al applications, disadvantaged communities may fall further behind, widening

the global education gap.
Efficiency vs. Creativity
Al can automate grading, lesson planning, and administrative tasks, enabling educators
to focus more on teaching. However, there is concern that an overemphasis on efficiency

could diminish opportunities for creativity, critical thinking, and independent problem-solving.
Education must strike a balance, using Al to reduce burdens without reducing the richness of

the learning experience.
Privacy vs. Innovation

The collection of vast amounts of student data allows Al systems to personalize

learning, but it also raises questions about consent, security, and potential misuse. Advocates

argue that innovation requires access to data, while critics caution that without stringent

safeguards, privacy violations could undermine both trust and ethics in education.

Cost vs. Benefit
Supporters of Al investment argue that the long-term benefits—personalized learning,
efficiency, and scalability—justify the upfront expenses. Opponents counter that funds may

be better spent on strengthening traditional education systems, such as improving teacher
training, updating curricula, or expanding access to schools. This cost-benefit debate remains

central to the future of Al in education.

19
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Case Studies

The rise of artificial intelligence in education has generated both enthusiasm and
concern across the globe. Surveys show that students are embracing Al faster than
educational systems can adapt. By early 2023, nearly 90% of students reported using ChatGPT
for homework. Initially seen only as a tool for academic dishonesty, Al is now more commonly
used for information retrieval (53%) and brainstorming ideas (51%). A 2025 survey revealed
that 65% of students feel they know more about Al than their teachers, and nearly half want
professors to explicitly teach Al skills. This highlights a pressing academic dilemma: should
schools ban, restrict, or adapt Al as a daily teaching tool?

The Power and the Peril of Al

Al offers unprecedented opportunities to support learning. Intelligent tutoring systems
can deliver real-time explanations, adaptive quizzes, and tailored study strategies, effectively
serving as digital assistants for students. For teachers, Al provides analytics that reveal student
performance trends, helping educators identify who needs additional support. However, the
very same tools raise serious risks. Academic dishonesty has become harder to detect, as Al-

generated content appears “original” in form, even if not in thought. This threatens to erode
critical thinking and analytical skills, leaving students over-reliant on automated answers

instead of engaging in deeper learning.

A global survey of 5,600 students and teachers found that 9 in 10 teachers believe
students use Al for schoolwork, while about half of students admit doing so at least
occasionally. Another 2024 study across 16 countries found even higher numbers—86% of
students reported integrating Al into their studies. These findings illustrate the global scale of
the phenomenon and the urgent need for schools to create balanced policies.

The Academic Dilemma

Countries and institutions have taken divergent paths in responding to Al’s rise. North

Korea, for example, banned ChatGPT outright as part of its broader policy of strict information
control, preventing citizens from exposure to outside perspectives. In contrast, San Diego
State University has embraced Al by incorporating tools such as Gemini and NotebookLM,
20 which provide students with personalized study support, research assistance, and writing
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feedback. These contrasting approaches reflect the broader debate: whether Al should be
restricted as a threat to academic integrity or integrated as a powerful tool for innovation and
equity.

Case Examples
Italy

In March 2023, Italy temporarily banned ChatGPT after its data protection authority
found a system bug that allowed some users to see other people’s chat histories and titles.
The ban was based on violations of Europe’s strict General Data Protection Regulation (GDPR).
OpenAl quickly fixed the issues and implemented stronger privacy measures, after which Italy
restored access. This case highlights how legal and ethical frameworks—especially regarding
data privacy—play a critical role in shaping the adoption of Al in education.

Ukraine

Ukraine initially had no access to ChatGPT—not due to a government ban, but because
OpenAl restricted usage out of concern that the tool could be exploited to spread
disinformation in Russian-occupied regions such as Crimea, Donetsk, and Luhansk. As demand
grew and after negotiations with Ukraine’s Ministry of Digital Transformation, OpenAl
restored access in February 2023. This case underscores how geopolitics and security concerns
intersect with access to Al technologies.

Boise State University (United States)

Boise State University has integrated Gemini into its marketing and communications
programs, using it to enhance creativity, inspire content generation, and streamline academic
workflows. According to Leif Nelson, Executive Director of Learning Technology Solutions, the
tool fit seamlessly into the institution’s existing Google-based platforms, demonstrating how
universities can adopt Al to support both students and faculty.

Ottawa Catholic School Board (Canada)

The Ottawa Catholic School Board has taken a proactive stance by embedding Al
21 literacy into its curriculum. Gemini is used as a “thought partner” for students, helping them
brainstorm, refine, and reflect on ideas. Teachers are receiving training through a free Al
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Certification program that covers five approved Al tools. Superintendent Geoff Edwards
stressed the importance of equity and real-world readiness, framing Al not as a replacement
for teachers but as a supplement that prepares students for an Al-driven world.

These case studies illustrate the dual nature of Al in education: it can empower learning
through personalization and innovation, but it also poses risks of inequality, ethical breaches,
and dependency if left unregulated. Different national and institutional responses, from Italy’s
focus on data protection to Canada’s emphasis on Al literacy, highlight the lack of a unified
global framework. This fragmentation underscores the urgent need for UNESCQ’s leadership
in promoting guidelines that ensure Al in education is ethical, inclusive, and equitable. By
drawing on lessons from diverse contexts, UNESCO can help member states balance
innovation with responsibility, ensuring that Al becomes a tool for building knowledge
societies and advancing the right to education for all.

22
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Possible Solutions and Future Perspectives
International Cooperation & Policy Guidance

Because Al in education transcends borders, international cooperation is essential.
UNESCO advocates for a human-centered, inclusive, and culturally sensitive approach that
ensures equity while respecting diversity. Its landmark Recommendation on the Ethics of
Artificial Intelligence (2021), adopted by all 193 UNESCO member states, provides a global
framework to guide the development and use of Al in line with human rights. Complementing
this, UNESCO’s publication Al and Education: Guidance for Policy-Makers (2019) offers
governments practical steps to maximize opportunities while mitigating risks. Looking
forward, fostering global policy dialogues, harmonized guidelines, and regional networks—
especially for countries with limited resources—will help align national strategies with
Sustainable Development Goal 4 (SDG 4).

Teacher Training & Competency Frameworks

Teachers remain the cornerstone of education, even in Al-driven classrooms.
UNESCQ’s Al Competency Framework for Teachers sets out the knowledge, skills, and values
educators need, from ethics and digital literacy to innovative pedagogy. Some countries are
already adapting these models: for example, Singapore has integrated Al modules into teacher
training colleges, while Finland has rolled out its Elements of Al course to promote basic Al
literacy among both students and teachers. Governments are encouraged to invest in
comprehensive training programs and long-term professional learning, ensuring that teachers
use Al responsibly while maintaining autonomy over classroom practice.

Inclusive, Context-Sensitive Al Tools

For Al to serve as a true equalizer, it must be adapted to local contexts and accessible
to all learners. UNESCO stresses the creation of tools sensitive to cultural, linguistic, and socio-
economic diversity, ensuring they do not deepen inequalities. For example, Kenya has piloted
Al-powered translation tools that make STEM resources available in local languages, while
India is experimenting with low-cost adaptive learning platforms for rural schools. These
initiatives show how open educational resources, localized Al applications, and affordable

23 tools can support rural and under-resourced communities. Future research should continue
to prioritize context-sensitive solutions that close, rather than widen, the digital divide.
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Ethical and Responsible Al Use

The ethical risks of Al—bias, privacy violations, and cultural insensitivity—remain
pressing. UNESCO’s Recommendation on the Ethics of Al emphasizes principles such as
transparency, fairness, human oversight, and accountability. National policies are beginning
to reflect this: the European Union’s Al Act, for instance, categorizes educational Al systems
as “high-risk,” requiring strict safeguards for data privacy and algorithmic bias. Embedding
such standards into school-based committees, national regulations, and software validation
checks will protect students, strengthen public trust, and ensure that Al serves educational
rather than commercial interests.

Innovation through Recognition & Partnerships

Encouraging innovation requires celebrating and scaling success stories. UNESCO’s
King Hamad Bin Isa Al-Khalifa Prize for the Use of ICT in Education has recognized Al-powered
projects that promote inclusive learning—for instance, platforms designed to ensure
continuity of education during the COVID-19 pandemic. Public—private partnerships also hold
promise: South Korea’s EdTech Strategy involves collaboration between government, schools,
and technology firms to co-create ethical Al tools, while global companies like Google and
Microsoft are increasingly engaging with UNESCO to pilot responsible Al projects in
classrooms. Sharing such achievements on international platforms can inspire ethical
innovation worldwide.

Future Outlook

Artificial intelligence is poised to reshape education by making learning increasingly
personalized, interactive, and adaptive. Al tutors, predictive analytics, and immersive tools
like VR/AR are redefining how students engage with knowledge. Yet UNESCO cautions that
without robust frameworks, risks such as inequality, bias, and data exploitation may deepen
divides. The path forward lies in a balanced approach: strengthening teacher training,
embedding ethical safeguards, expanding access in marginalized areas, and promoting global
cooperation. With careful stewardship, Al can advance inclusion and equity, transforming
education while staying true to UNESCO’s mission of building peace through knowledge,
cultural diversity, and human dignity.

24
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Guiding Questions

1. Equity and Access

= How can UNESCO member states ensure equitable access to Al tools in education,
particularly for students in rural or under-resourced regions?

= What strategies can bridge the digital divide so that Al supports, rather than
undermines, Sustainable Development Goal 47

2. Teachers and Capacity Building

= |n what ways can governments adapt and implement UNESCQO’s Al Competency
Framework for Teachers to strengthen educators’ skills?

= How can Al complement rather than replace the role of teachers in fostering critical
thinking, creativity, and social-emotional learning?

3. Ethical and Legal Safeguards

=  What ethical principles should guide the use of Al in education to protect privacy,
fairness, and human dignity?

= How can UNESCO help harmonize national policies so that Al tools in schools comply
with both international frameworks (like the Recommendation on the Ethics of Al) and
local cultural values?

4. Innovation vs. Regulation

= How can governments balance the promotion of innovation in Al-powered education
with the need to regulate potential risks, such as bias or academic dishonesty?

= Should certain Al tools (e.g., generative text tools) be restricted in classrooms, or should
they be integrated with clear rules for ethical use?

25
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5. Global Cooperation and Partnerships

= How can UNESCO foster stronger global and regional partnerships to share best
practices, technology, and resources in Al for education?

= What role should public—private partnerships play in developing inclusive and
responsible Al tools for schools?

6. Future Outlook

= How can Al tools be designed to enhance, rather than restrict, student creativity and
autonomy?

= What long-term strategies should be adopted to ensure that Al in education builds
inclusive knowledge societies aligned with UNESCQO’s mission of peace, equity, and
human dignity?

26
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